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Abstract 

Battery energy storage devices coupled with photovoltaic (PV) systems have to react 

to the fluctuating nature of the PV output and electrical demand in residential buildings. 

However, the charging and discharging power cannot be adjusted to the power 

fluctuations without any time delay so that an inherent temporal mismatch between the 

battery power and the residual power (PV output minus load) occurs under dynamic 

conditions. This paper presents a simulation study analyzing the response time-

induced mismatch losses of grid-connected PV-battery systems. Firstly, the response 

time issue is analyzed theoretically to reveal how the energy flows between the 

household and the grid are changed due to the delayed battery response. Then, 

measurements are presented to show the dynamic behavior of two different PV-battery 

systems. The experimental results reveal settling times of up to 7 s to reach the steady 

state after an abrupt step change in the load demand. Thirdly, simulations of an AC-

coupled PV-battery system are carried out with a time step size of 1 s. A sensitivity 

analysis is conducted to identify the impact of the dynamic response on the annual 

amount of energy exchanged with the grid. It is found that longer response times are 

accomplished by an increase in the grid feed-in and grid supply as well. Consequently, 

a slow-reacting battery system diminishes the economic benefit for the owner of the 

PV-battery system. In order to improve the transparency from the end-customer´s point 

of view, response time-related specifications should be stated in the data sheets of the 

products in the future.  
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1 Introduction 

The cost situation of photovoltaic (PV) generated electricity and grid electricity has 

been changed drastically in many European countries over the recent years [1]. The 

levelized cost of PV electricity undercut the retail electricity price in Germany around 

2011 [2]. Consequently, it is becoming more attractive to utilize the PV energy on-site 

instead of feeding it into the grid, especially at the domestic level. Thus, PV energy is 

used primarily to cover the electrical load in a household to substitute electricity 

purchased from the grid. However, the share of the annual PV generation that is 

consumed directly by the home owners is limited due to the low temporal matching 

capability between the load demand and on-site PV generation in both the diurnal and 

seasonal course. Different options exist to increase the PV self-consumption, where 

the two major ones are active load shifting by means of load management and energy 

storage with batteries [3]. Load management aims at shifting deferrable loads to 

periods of surplus PV generation so that the amount of energy drawn from the grid is 

reduced. The conjunction of PV systems with batteries enables an additional increase 

of the on-site self-supply of domestic buildings [4]. For this purpose, PV surpluses 

during the day are stored to supply the electrical load in the evening and at night-time.  

Today, there are numerous PV-battery systems for the application in residential 

buildings available on the market. Such a PV-battery system usually consists of a 

common PV system composed of several modules and one or more power inverters, 

a storage device with a battery and a control unit. The battery can either be linked to 

the AC- or DC-side of the PV inverter. AC-coupled battery storage systems are 

equipped with bidirectional battery inverters, while unidirectional inverters are usually 

integrated into DC-coupled systems. However, there are also DC-coupled systems 

with bidirectional inverters which can be charged from the AC-side [5]. 

In order to regulate the power flows in buildings equipped with PV-battery systems, 

different control strategies can be implemented [6–8]. Since the main objective is to 

minimize the energy exchanged with the grid; the battery power is regulated with 

respect to the active power flows measured at the point of common coupling. In this 

way, the power absorbed or provided by the battery system is adjusted according to 

the actual power balance of the household affected by the on-site generation and load 

demand. By doing so, the battery power must follow the fluctuating characteristic of 

the generation and load curve. On the one hand, shadows induced by moving clouds 

are the major reason for abrupt changes in the PV power output [9]. The PV output 

fluctuates rapidly in time scales ranging from a few seconds to several minutes during 

scattered cloudy days [10]. On the other hand, switching electrical devices causes 

peaks and steep ramps in the demand curve of single-family households in small time 

scales. As a result, the battery power control unit has to react to short-term power 

fluctuations induced by both the PV output and load demand.  

To ensure control stability and due to the general fact that information acquisition and 

processing procedures commonly have an inherent time delay, the battery power 

control is subjected to response time issues. Therefore, a short period of time passes 

before the battery power is adjusted properly in accordance with the observed residual 



  

PV power or residual load demand. In other words, the battery charging and 

discharging power cannot perfectly keep up with the household´s power balance at 

any instant of time, resulting in a mismatch between the expected and measured 

battery behavior under dynamic conditions. This temporal mismatch is compensated 

by power fed into or imported from the grid in households equipped with AC-coupled 

PV-battery systems. Due to the unidirectional path of DC-coupled PV-battery systems, 

the mismatch solely causes a grid injection and no power flow from the grid into the 

battery systems. They also cause additional grid supply of the load when reacting to 

increasing loads with a delayed response time. 

The response time-induced mismatch of a PV-battery system is caused by several 

factors. On the one hand, the power measurements cannot be obtained in real-time 

without any time delay. In particular, the acquisition of measurements on the basis of 

counting pulses of energy meters with so-called S0 interfaces causes substantial 

discrepancies of up to several seconds between the actual and measured values [11]. 

However, more sophisticated energy metering concepts based on Modbus or CAN-

bus communication protocols can provide power measurements with temporal 

resolutions in the range of 1 s [12,13]. Apart from the data acquisition, also the signal 

processing in the control unit and inverter incorporate time delays. Furthermore, an 

additional dead-band might be implemented in the control scheme, which further 

increases the response time. Moreover, for reasons of control stability, a slow reacting 

response of the battery system can be advantageous [14]. As a result, different 

elements contribute to the overall response behavior of a battery system, which is in 

the time-scale of up to several seconds. 

There are numerous studies analyzing the benefit of combining residential PV systems 

with a battery storage device by simulations with temporal resolutions of 1 min or lower 

[15–18]. In this way, these studies do not take short-term issues, and thus the control 

response into account. Only a few studies carried out simulations with a time scale of 

less than 1 min [19,20]. Braun et al. [19] investigated the sampling interval of the 

energy management and their influence on the losses in self-consumed PV energy 

based on 1-s resolved simulations. They found out that the PV self-consumption will 

be reduced by around 5%, if the sampling interval is increased from 1 to 10 s. 

Schmiegel et al. [21] found that the reaction time of the inverter should be below 1 s to 

avoid significant mismatch losses. Weniger et al. [20] analyzed the impact of the 

response time varying from 1 to 10 s on the annual energy exchange between the 

household and the grid. It is shown that the amount of energy exchanged between the 

battery and the grid increases with a slower response time. A further study on the 

influence of the data acquisition response on the mismatch errors was conducted by 

Kreutzer et al. [13]. The investigation shows annual mismatch errors of up to 216 kWh 

derived from 1-s resolved load and PV output measurements from a period of 4 days. 

The same measurements are also integrated into the test procedure that intends to 

determine the dynamic performance of home-scale PV-battery systems proposed by 

Niedermeyer et al. [22]. Kairies et al. [23] performed measurements analyzing the 

response behavior of four different PV-battery systems. The authors ascertained dead 



  

times ranging from less than 1 s to about 13 s from the experimental results. In total, 

the systems under study require up to 50 s to reach the steady state after a sudden 

load variation.  

Due to the limited availability of 1-s resolved load and PV generation data, there is a 

significant lack of studies analyzing the impact of the response time-induced mismatch 

losses of residential PV-battery systems on the annual operational performance. Thus, 

the purpose of this paper is to examine the response behavior of such systems by 

means of theoretical, experimental and simulation-based investigations. The paper is 

organized as follows: Section 2 presents a brief theoretical investigation of the 

response time problem. In Section 3, high-resolution measurements taken from two 

different PV-battery systems are analyzed. Thereafter, Section 4 introduces the input 

data and applied modeling approach of the simulation study, while the simulation 

results of the parametric analysis are presented in Section 5. Finally, the findings are 

discussed and concluded in Section 6. 

2 Theoretical investigation 

In this section, a brief theoretical analysis of the response time issue, studying the 

power flows of buildings equipped with PV-battery systems, is provided. The findings 

are derived from a hypothetical case with and without a response time. The power 

flows are analyzed for AC-coupled PV-battery systems. 

 

2.1 Power flows of PV-battery systems without any time delay 

The power flows of a building equipped with a PV-battery system neglecting any 

response time are illustrated in Figure 1 (a). The PV generated power is primarily used 

to cover the local demand concurrently, indicated by the yellow arrow. The load which 

is directly supplied by the PV system PPVS2L(t) at an instant t is given by: 

PPVS2L(t) = min(PPVS(t), PL(t)) (1) 

 

where PPVS(t) is the power output of the PV system and PL(t) the electrical load 

demand. The difference between the former and the latter quantity is defined as the 

residual power PR(t) in this study: 

PR(t) = PPVS(t) − PL(t)  (2) 

 

Positive values of the residual power correspond to the residual PV power 

PRPVS(t) = max(P
R
(t), 0), while negative values indicate the residual load demand 

PRL(t) = min(P
R
(t), 0). The residual power can be regarded as the request to which the 

battery system must respond [24]. The resulting AC-power of the battery system is 

restricted by the rated AC-charging power PAC2BS,MAX and the rated AC-discharging 

power PBS2AC,MAX. In the absence of any response time, the AC-charging power of the 

battery system PAC2BS(t), which is equal to the AC-charging power covered by the PV 

system PPVS2BS(t), is obtained by:  



  

PAC2BS(t) = PPVS2BS(t) = min(PRPVS(t), PAC2BS,MAX) if SOC(t) < SOCMAX (3) 

 

while the battery´s state of charge SOC(t) is lower than its maximum value SOCMAX. 

Similarly, the AC-power discharged from the battery system PBS2AC(t) is completely 

used to supply the load PBS2L(t) and is given by: 

PBS2AC(t) = PBS2L(t) = max(PRL(t), PBS2AC,MAX) if SOC(t) > SOCMIN (4) 

 

in cases in which the battery is not fully discharged. 

The total AC-power of the battery system PBS(t) corresponds to the sum of the charging 

power PAC2BS(t) and discharging power PBS2AC(t): 

PBS(t) = PAC2BS(t) + PBS2AC(t) (5) 

 

Notice that the battery discharging power PBS2AC(t) has a negative sign in this 

definition. If the battery is empty or fully charged, the residual power will be imported 

from or exported to the electricity grid, respectively. The resulting power exchanged 

with the electricity grid can be deduced from the aforementioned quantities. The AC-

power fed into the grid PAC2G(t) corresponds to the PV feed-in power PPVS2G(t) and is 

achieved by: 

PAC2G(t) = PPVS2G(t) = PRPVS(t) − PPVS2BS(t) (6) 

 

The power supplied by the grid PG2AC(t) is equal to the grid supply of the load PG2L(t) 

and is calculated according to: 

PG2AC(t) = PG2L(t) = PRL(t) − PBS2L(t) (7) 

 

As a result, the power exchanged with the grid PG(t) can be written as: 

PG(t) = PAC2G(t) + PG2AC(t) (8) 

 



  

      

Figure 1 (a) Possible power flows of a household equipped with an AC-coupled PV-battery system in the absence 

of any control response time; (b) hypothetical case of the residual power and resulting battery power during 

seven time-steps without any response time of the battery system (assumption: the battery is neither fully 

charged nor completely discharged). 

To demonstrate the temporal course of the power flows in the absence of any response 

time, Figure 1 (b) illustrates an exemplary trajectory of the residual power over a period 

of seven time steps. During each time step, the respective levels of the residual power 

are assumed to be constant. Furthermore, it is assumed that the battery is neither full 

nor empty. This hypothetical case includes a sequence of several ascending and 

descending residual power steps. The black solid line represents the resulting residual 

power. At every point in time, the battery power (green dotted line) matches the 

residual power exactly. In this way, the bright green area marks the PV energy used 

to charge the battery while the dark green area corresponds to the energy provided by 

the battery system to supply the load. The charging and discharging process correlates 

perfectly with the power balance within the building, as displayed in the upper part of 

Figure 1 (b). As a result, the battery may respond to any rapid power changes 

immediately in the ideal case with an instantaneous response of the battery system.  

 

2.2 Power flows of PV-battery systems taking the time delay into account 

Given the fact that the battery system cannot follow the PV output and electrical 

demand curves instantaneously, a temporal mismatch between the battery power and 

the residual power is inevitable. This discrepancy leads to an additional power 

exchange between the battery system and the grid, as illustrated in Figure 2 (a) with 

the orange- and red-colored areas. For a better understanding of the response-induced 

power flows, the mismatch between the residual and battery power curve is examined 

based on Figure 2 (b). The profile of the residual power is the same as in the example 

analyzed above. However, in this hypothetical case a dead time with the size of one 

time step is assumed. Consequently, the battery power responds to the residual power 

of the previous time step. The response-induced mismatch causes distinct deficit and 

surplus circumstances which are compensated by power absorbed from or provided 

by the grid.  
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Figure 2 (a) Possible power flows of a household equipped with an AC-coupled PV-battery system under 

consideration of the control response time; (b) hypothetical case of the residual power and the power of the 

battery system during seven time-steps with an imposed dead time of one time-step.  

The resulting mismatch can also be deduced from the distinct modes of the battery 

operation and on-site power balance, as depicted on top of the graph. By comparing 

the curves of the battery power and residual power, it can be seen that both curves 

partially overlap. At time step one; the total residual load demand is covered by power 

drawn from the grid. The power imported from the grid to supply the load PG2L(t) can 

be formulated as: 

PG2L(t) = min(PRL(t) − PBS2AC(t), 0) (9) 

 

At the second step, the residual power drops to -2 kW. However, the battery 

discharging power is adjusted according to the previous value, due to the assumed 

dead time of one time step. Thereby, the load demand is only partially covered by the 

power discharged from the battery system PBS2L(t): 

PBS2L(t) = max(PRL(t), PBS2AC(t)) (10) 

 

The discrepancy between the residual load demand and the discharging power is 

compensated by power imported from the grid according to Equation (9).  

The subsequent positive step change in the residual power leads to the case in which 

the battery discharging power surpasses the residual load demand. This implies that 

the increased discharging power is injected into the grid PBS2G(t): 

PBS2G(t) = min(PBS2AC(t) − PRL(t), 0) (11) 

 

At time step four, the residual power is already positive while the battery power is still 

negative. Such circumstances are caused by a change from a deficit to a surplus power 

balance. Consequently, both the battery power and the residual PV power are injected 

into the grid. The grid feed-in power of the PV system PPVS2G(t) is obtained by: 
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PPVS2G(t) = max(PRPVS(t) − PAC2BS(t), 0) (12) 

 

In the next time step, the battery charging power covered by the residual PV power 

PPVS2BS(t) is given by: 

PPVS2BS(t) = min(PRPVS(t), PAC2BS(t)) (13) 

 

As defined in Equation (12), the remaining PV surplus will be injected into the grid. At 

time step six, the available residual PV power falls below the battery charging power 

so that the power used to charge the battery is partially covered by power drawn from 

the grid PG2BS(t):  

PG2BS(t) = max(PAC2BS(t) − PRPVS(t), 0) (14) 

 

Another distinct event appears in the last time step. Meanwhile, the residual power 

becomes negative whereas the battery charging persists. Therefore, the battery 

charging power as well as the residual load demand are supplied by the grid. Both 

quantities can be extracted from Equation (9) and (14). Although this specific example 

is of theoretical nature, all relevant power flows induced by the response behavior can 

be deduced from it. Therefore, this hypothetical case enables to understand the effects 

of the response time on the power flows occurring in grid-tied households equipped 

with AC-coupled PV-battery systems.  

3 Experimental investigation 

In this experimental section, the presence of the delayed response behavior of PV-

battery systems should be demonstrated based on experimental data obtained from a 

measurement campaign. The measurements were taken in two detached houses 

equipped with different grid-connected PV-battery systems. The characteristics of the 

investigated PV-battery systems are summarized in Table I. All the systems under 

study are equipped with a lithium-ion battery and a single-phase battery inverter. The 

Sonnenbatterie Comfort S is an AC-coupled PV-battery system with 5.7 kWh of usable 

battery capacity. The E3DC S10-E5 system is DC-coupled with 5.4 kWh of usable 

battery capacity. 

 
Table I Characteristics of the PV-battery systems under study. 

Manufacturer Model Battery capacity System topology Year of installation 

Sonnenbatterie  Comfort S 5.7 kWh AC-coupled 2013 

E3DC  S10-E5 5.4 kWh DC-coupled 2013 

 



  

3.1 Test setup and procedure 

The power flows within the residual buildings were recorded temporarily using two 

mobile measuring devices with a temporal resolution in the order of 0.25 s. Both 

measuring instruments are identical and equipped with a WAGO 750-494 three-phase 

power measurement module. In order to assess the response behavior of the battery 

systems, the residual power as well as the battery power have to be measured. A 

schematic representation of the measurement setup and the location of the power 

measurements within the household’s AC-bus are shown in Figure 3. Due to the local 

circumstances, it was not possible to measure the battery power in the house in which 

the Sonnenbatterie system is installed. Thereby, the dynamic performance of the 

Sonnenbatterie was determined indirectly by measuring the residual power PR(t) and 

the power exchanged with the grid PG(t). In this way, the battery power PBS(t) can be 

calculated via: 

PBS(t) = PR(t) − PG(t) (15) 

 

The electrical wiring within the building equipped with the E3DC battery system does 

not allow to measure the residual power; hence the residual power was determined by 

means of measuring the battery and grid power according to Equation (15).  
 

 

Figure 3 Measurement points of the different quantities to determine the response behavior of AC-coupled PV-

battery systems (PBS battery power; PG grid power; PR residual power). At least two of the three power flows 

have to be measured. 

To analyze the mismatch between the residual power and the measured power of the 

battery systems under study, an on-site step response experiment was conducted. A 

cooking plate with 1.5 kW of nominal power served as a controllable load. The 

measurements were taken over of a period of 60 s under real operational conditions. 

The step load profile was created by switching the load on and off after 10 s and 40 s, 

respectively. To prevent additional fluctuations in the residual power during the 

experiment, the measurements were carried out during times with steady-state 

electrical load demand and no PV power output. Therefore, the modulus of the residual 

power is equal to the total power consumed by the electrical devices and controllable 

load during the measurement period.  
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It should be mentioned that the internal timing of the two measuring devices do not 

match exactly, and therefore, differences in the time step intervals of the two measured 

quantities occur. Thereby, a post-processing procedure was applied to synchronize 

the timing of the measured time series. As the time stamps are not equidistant, the 

time stamp mismatching in the time scale of 0.1 s cannot completely be eliminated. 

For a better comparability between the measurements in the different buildings, the 

remaining on-site load demand was subtracted from the measured power flows. This 

eliminated offset varies between 360 W and 370 W during the survey of the two 

systems. For this reason, it can be summarized that the dynamic behavior of the 

battery systems was measured under almost identical conditions. 

 

3.2 Experimental results 

The measured response of the two PV-battery systems is analyzed in this section. 

Figure 4 (a) shows the response of the E3DC S10-E5 obtained from the measurements 

over period of 60 s. Within the first 10 s of the experiment, both the residual and the 

battery power are in a steady-state condition. An abrupt drop in the residual power 

after switching the controllable load on can be observed after 10 s. The E3DC S10-E5 

follows the load change after an initial dead time of about 1 s with a steep slope of the 

battery power. The system takes additional 1.5 s to reach the steady state for the first 

time. Subsequently, a small undershoot can be noticed. In total, the E3DC S10-E5 

battery system settles to the new stationary conditions within about 5 s. After 40 s, the 

battery system is subjected to a positive step change induced by switching off the 

controllable load. The subsequent response behavior is almost identical to the one 

observed after the negative step change. The E3DC S10-E5 takes a total of 

approximately 5 s to reach a steady state, which is comparable to the settling time after 

the abrupt decrease in the residual power.  

The experimental results acquired from measurements of the Sonnenbatterie  

Comfort S are displayed in Figure 4 (b). As the step changes are obtained by switching 

the controllable load manually, both residual power profiles differ slightly from each 

other. The Sonnenbatterie responds to the step changes after about 1.5 s. However, 

differences in the response behavior depending on whether the residual power 

decreases or rises can be observed. By comparing both graphs in Figure 4, it can 

clearly be seen that both systems have different response behaviors with distinct time 

constants. The Sonnenbatterie Comfort S reaches the steady state after a drop and 

increase in the residual power within about 7 and 5 s, respectively. As the settling time 

may vary depending on the instant in time the load step is applied and the magnitude 

of the load step (cf. [23,25]), no general conclusions about the dynamic response of 

both systems should be drawn from this single experiment. In addition, for reasons of 

reproducibility, the test-procedure was only performed during the discharge process. 

In this way, the dynamic response during the charging process of the battery systems 

could not be deduced from the measurements. Nevertheless, first insights of the 

response behavior can be concluded from them. 



  

 

Figure 4 Measured dynamic response of the E3DC S10-E5 (a) and Sonnenbatterie Comfort S (b) during a step 

response experiment.  

4 Methods of the simulation study 

To get a more holistic view on the response time topic, a simulation study analyzing 

the annual mismatch losses is carried out. In this section, an overview of the applied 

models and used input data is provided. The simulations are carried out in the MATLAB 

environment with a temporal resolution of one second over a simulation period of one 

year. 

 

4.1 High-resolution weather and load data 

Firstly, the PV system’s power output is calculated based on meteorological 

measurements performed by the University of Oldenburg, Germany [26]. The chosen 

data set includes measured values of the air temperature as well as diffuse and global 

irradiance taken every second from January to December 2014. The measurements 

of the temperature and irradiance quantities are captured by Pt-100 temperature 

sensors and Kipp & Zonen CM11 pyranometers, respectively. During the period under 

study, the global irradiation on the horizontal plane amounts to 1065 kWh/m².  

Secondly, a load data set provided by the Institute for Future Energy Systems (IZES) 

serves as an input for the electricity consumption [27]. Therein, time series of the load 

demand of various households with a temporal resolution of 15 min are included. In 

this study, the load profile of one household with an annual load demand of 5 MWh is 

used for the calculations. To increase the temporal resolution of the load profile from 

15 min to 1 s, an additional load profile synthesis was applied [28]. The 1-s resolved 

load profile is synthesized out of load measurements from 30 Austrian households 

provided by the Vienna University of Technology (TU Wien) [29]. Each 15-min time 

frame of the load profile under consideration is substituted by a 1-s resolved time series 

with the same amount of energy. As a result, the synthetically generated load profile 

preserves the primary course of the 15-min resolved load profile while the distinctive 

short-term load fluctuations occurring in several households are added. Further details 

concerning the load profile synthesis used in this paper can be found in [28]. 

 



  

4.2 PV-battery system model 

Based on the horizontal irradiance measurements, the irradiance on the plane of the 

PV array is calculated by means of geometric relations and the Klucher model [30]. 

The PV generator is oriented with a 35° tilt angle due south and is modelled using an 

empirical model [31]. Therein, the PV module efficiency is calculated as a function of 

the irradiance on the plane of array and the air temperature. In addition, distinct 

generator losses are depicted by empirical factors [32]. Then, the efficiency of the PV 

inverter is modelled alike [33]. The maximum inverter power is set to 1 kW/kWp and 

the resulting specific power output of the PV system is scaled to a rated PV power of 

5 kWp. 

Both the time series of the PV power output as well as the synthetically generated load 

profile are the basis for simulating the charging and discharging behavior of the battery 

system. To simply incorporate the observed dynamic behavior of the battery systems 

in the simulations, a first-order time delay element (low-pass filter) is implemented in 

the battery control unit. In this way, the response of the battery power PBS(t) on the 

residual power PR(t) is obtained as: 

PBS(t) = {
PBS(t − ∆t) + (PR(t − tDT) − PBS(t − ∆t)) ∙ (1 − 𝑒−

∆t
𝜏  )  if 𝜏 >  0 s

PR(t − tDT) if 𝜏 =  0 s
 (16) 

where tDT is the dead time, ∆t the time step size and τ  the time constant. The response 

behavior is assumed to be identical during the charging and discharging processes.  

For simplicity, the efficiency of the AC-coupled lithium-ion battery storage system is 

modeled by constant efficiency factors [4]. The losses of the battery converter are 

considered with a constant efficiency factor of 94%. The watt-hour efficiency of the 

battery is set to 95%. Moreover, the maximum battery power is limited to 1 kW/kWh 

and the usable battery capacity is set to 5 kWh. The battery system´s mode of 

operation is aimed at maximizing the on-site self-sufficiency, and thereby the battery 

is charged with the first available residual PV power. 

5 Simulation results and sensitivity analysis 

This section presents the results of the simulation study, which is based on the 

described input data and models. The additional annual amount of energy exchanged 

with the grid due to the control response is analyzed. By varying the dead time and 

time constant (Figure 5), the impact of both variables is studied. The analysis is also 

conducted for a variety of system sizes in terms of rated PV power and usable battery 

capacity. 



  

 

Figure 5 Modelled dynamic response of an AC-coupled PV-battery system with various dead times (a) and various 

time constants (b). 

 

5.1 Varying dead time 

The response behavior of battery systems is accompanied by a time lag, as shown in 

Section 3. To gain a better understanding of the resulting energy flows caused by the 

time delay, the impact of the dead time is analyzed without a time constant in this 

subsection. Figure 6 (a) shows the residual PV power and battery power over a period 

of 5 min, in which the variability of the excess PV power is mainly caused by passing 

clouds. The battery system reacts to the residual power with an assumed time delay 

of 5 s. By doing so, the battery profile (green line) and the residual power profile (black 

line) are only partially overlapped. As already stated above, this leads to an increase 

in the power exchanged with the grid. During events with steep increases in the 

residual PV power, an additional PV feed-in (grey area) can be observed. After the 

decrease in the residual PV power, the increased battery power is compensated by 

absorbing the additional power from the grid (orange area).  

The impact of the dead time on the power flows can also be observed during the 

discharging process, as shown in Figure 6 (b). During the exemplary time frame of 

5 min, distinct fluctuations appear in the residual power profile due to switching 

electrical devices. The temporal mismatch between the battery power and residual 

load demand induced by the dead time of 5 s can be noticed especially after sudden 

load variations. As a result of a drop in the residual power, i.e. increase in the load 

demand, the residual power falls below the battery power and the difference is supplied 

by the grid. Once an increase in the residual power occurs, the surplus battery power 

is injected into the grid. Electrical appliances with rectangle-shaped demand curves 

can cause situations in which the battery is discharged asynchronously to the load 

demand, depending on the time lag of the system control and the frequency of the load 

fluctuations. Consequently, sudden short load peaks, e.g. caused by electric cooking 

plates, cannot be completely covered by power discharged from the battery system 

due to its inherent dead time. 



  

 

Figure 6 Power flows within two exemplary time frames during the charging process (a) and discharging process 

(b) taking a dead time of 5 s into account. 

To quantify the dead time-induced increase in the annual grid feed-in and grid supply, 

simulations using dead times ranging from 1 to 10 s were carried out over period of 

one year. For the reference case without any control response, the annual energy 

drawn from the grid amounts to 2238 kWh/a and the annual energy fed into the grid 

amounts to 2059 kWh/a. As might be expected, an increasing dead time is associated 

with an increase in the energy amount exchanged with the grid; hence the longer the 

dead time, the larger the grid feed-in and the larger the grid supply. By comparing 

Figure 7 (a) and (b), it can be noticed that the increase in the grid feed-in is equal to 

the increase in the grid supply. This may be explained by the fact that the dead time-

induced non-overlapping areas under the curves are of the same size for the feed-in 

and grid supply over a period of one year. 

A dead time of 5 s results in an increase in the annual energy exchanged with the grid 

of 90 kWh/a compared with the ideal case without any time delay. If the battery system 

responds with a delay of 10 s, the exchanged energy is increased to about 140 kWh/a. 

As such, a nonlinear relationship between the mismatched amount of energy and the 

dead time is visible, which has already been found by Braun et al. [19]. Moreover, the 

increase in the grid feed-in is mainly caused by the battery feed-in while the increase 

in the energy drawn from the grid mainly supplies the load. It can be highlighted that 

the influence of the dead time on the additional PV feed-in is much lower compared to 

the battery feed-in. The results also show that the increase in the battery feed-in is 

equal to the increase in the grid supply of the loads. Consequently, more energy is fed 

into the grid from the battery system than is absorbed from the grid by the battery. As 

the discharge process is mainly affected by the load curve, this fact reveals that the 

mismatch due to the dead time is greatly attributable to load fluctuations. Moreover, 

the total operating time of the battery system during discharging is higher than it is 

during charging.  

  



  

   

Figure 7 Annual increase in the grid feed-in (a) and grid supply (b) as a function of the dead time compared to 

the reference case without a time constant. 

5.2 Varying time constant 

In the following, it is analyzed how the time constant of the first-order time delay 

element affects the power flows and the annual amount of energy exchanged with the 

grid. For the sole purpose of identifying the impact of the time constant, no dead time 

is considered. Figure 8 (a) illustrates the dynamic response when a time constant of 

2.5 s is applied. Compared to the battery power profile obtained by applying a dead 

time, an additional time constant smooths out the variability of the battery power profile. 

As a result, the course of the battery power differs from the course of the residual 

power and the battery power changes more slowly in cases in which the available 

residual PV power drops or rises abruptly. This implies a time constant-induced 

mismatch, which is balanced by the grid similarly to the one caused by the dead time.  

Figure 8 (b) shows how the time constant of 2.5 s influences the power flows during 

the discharge process. When the power balance suddenly changes, the battery power 

needs several seconds to reach the steady state. As can be seen, the greater the drop 

or rise in the residual power, the larger the amount of energy exchanged with the grid.  
 

 

Figure 8 Power flows within two exemplary time frames during the charging process (a) and discharging process 

(b) taking a time constant of 2.5 s into account. 

  



  

Moreover, yearly simulations were carried out with different time constants ranging 

from 0.5 to 5 s. The annual increase in the energy absorbed from or injected to the grid 

was calculated based on the simulation results, as displayed in Figure 9. Similar to the 

results obtained for varying dead times, an increasing time constant leads to an 

increase in the energy exchanged with the grid. By applying a time constant of 2.5 s, 

the grid feed-in as well as the grid supply are increased by roughly 37 kWh/a. A time 

constant of 5 s results in an increased amount of energy of 65 kWh/a exchanged with 

the grid. A comparison of both graphs shows that the battery feed-in is smaller 

compared to the increase in the grid supply to cover the loads. This can be explained 

with the circumstance that the magnitude of the negative ramps of the residual load 

differs from the magnitude of the positive ramps of the residual load during the 

discharge process. 
 

   

Figure 9 Annual increase in the grid feed-in (a) and grid supply (b) as a function of the time constant compared 

to the reference case without a dead time and without a time constant. 

 

5.3 Varying dead time and time constant 

In this subsection, the impact of the dead time as well as the time constant is 

investigated. This is realized by applying both a dead time and a time constant in the 

control scheme. Figure 10 shows the simulation results and the increase in the amount 

of energy exported to the grid (a) and imported from the grid (b). Without a time 

constant, the results for the grid feed-in and grid supply are similar to the one presented 

in Figure 7. In the absence of the dead time, the amount of energy exchanged with the 

grid is increased by about 65 kWh/a for a time constant of 5 s (cf. Figure 9). 

Nevertheless, the time constant-induced increase in the energy exchanged with the 

grid tends to decrease with an increasing dead time. If the dead time is set to 10 s, an 

additional time constant of 5 s will only increase the energy exchanged with the grid by 

about 20 kWh/a. This is due to the time constant caused smoothing during the charging 

and discharging of the battery system. It can be concluded that the energy exchanged 

with the grid is affected by the dead time more than it is by the time constant. 

 



  

 

Figure 10 Annual increase in the grid feed-in (a) and grid supply (b) as a function of the time constant and dead 

time compared to the reference case without a dead time and without a time constant. 

 

5.4 Varying size of the PV system and battery storage 

As the simulation results presented above are obtained for a PV-battery system with 

5 kWp of installed PV power and 5 kWh of usable battery capacity, a sensitivity 

analysis was performed by varying both parameters to identify the impact of the system 

size. For reason of comparability, the rated PV inverter power and the rated battery 

power were also scaled with the size of the PV-battery system (c.f. Section 4.2). A 

dead time of 5 s without a time constant was taken as the reference for the sensitivity 

analysis.  

Figure 11 (a) presents the additional amount of energy imported from the grid as a 

function of the system configuration in terms of rated PV power and battery capacity. 

As was demonstrated in Section 5.1, the increase in the grid supply is identical to the 

increase in the grid feed-in as long as the battery system reacts to power fluctuations 

with only a dead time and no time constant. Analyzing Figure 11 (a), it is obvious that 

the increase in the grid supply depends on the relationship between the storage 

capacity and rated PV power. In general, as the battery capacity increases, the dead 

time-induced additional grid supply also increases. This is mainly due to the fact that 

the dwell time in the charge and discharge mode increases with the battery size.  

By solely enlarging the PV system size, the additional amount of energy imported from 

the grid rises first. However, with a larger PV system, the energy exchanged with the 

grid falls or remains unchanged. This can be explained as follows: With an increasing 

PV system size, the battery discharging will be shifted more and more from times in 

the afternoon or evening to night-time with a less fluctuating load demand. The dead 

time under study results in an increase of the annual grid supply of 90 kWh/a for a PV-

battery system with 5 kWp of installed PV power and 5 kWh of usable battery capacity 

(cf. Figure 7). If the system configuration is twice as large, the increase in the grid 

supply amounts to approximately 120 kWh/a. 



  

 

Figure 11 Impact of the system configuration in terms of rated PV power and usable battery capacity on the 

annual increase of the grid supply (a) and control response-induced mismatch losses (b) for a dead time of 5 s.  

When comparing the absolute increase of the grid supply of different system 

configurations, the varying energy throughput of the battery system must be 

considered. To ensure better comparability, it is beneficial to consider the additional 

increase of the grid supply ∆EG2AC in relation to the amount of energy discharged from 

the battery system EBS2AC. The control response time-induced mismatch losses m can 

be obtained as: 

m = 
∆EG2AC

EBS2AC

 (17) 

 

The mismatch losses also represent the ratio between the additional grid supply and 

the theoretically avoidable grid supply, which is equal to the amount of energy 

discharged from the battery system. Thereby, this assessment criterion enables 

drawing conclusions on how effectively the battery system can be used to reduce the 

grid supply. Figure 11 (b) illustrates the annual mean of the calculated mismatch losses 

for different system configurations. It is clearly visible that the highest control response-

induced mismatch-losses are obtained for small-sized PV-battery systems. When 

combining 2 kWh of usable battery capacity and 2 kWp of rated PV power, the 

mismatch losses induced by 5 s of dead time amount to 8.8%. Increasing the size of 

the PV system and storage device will decrease the mismatch losses. As the 

simulation results reveal, the mismatch losses amount to 6% for the largest system 

configuration under study. From an energetic point of view, the mismatch losses 

considerably affect the household´s energy balance. 

6 Conclusions 

In this paper, the dynamic performance of PV-battery systems with respect to the 

capability to follow residual power fluctuations was assessed. Firstly, the response time 

issue was analyzed from a theoretical perspective. It was revealed how the resulting 

mismatch affects the energy flows between the household and the grid. Moreover, the 

matching accuracy of two PV-battery systems was investigated in a step-response 

experiment during the discharge process. Settling times of up to 7 s to reach the steady 



  

state after a load step of 1.5 kW were derived from the measurements. Through a 

simulation study the impact of the dead time and the impact of the time constant were 

identified and the additional annual amount of energy exchanged with the grid was 

determined. The longer the response time, the larger the grid feed-in and the larger 

the grid supply. For a typical PV-battery system with 5 kWp of rated PV power and 

5 kWh of usable capacity, a dead time of 5 s increases the annual grid feed-in and grid 

supply by about 90 kWh/a. From an economical point of view of a German system 

owner, the additional feed-in is valued at 0.12 €/kWh and the additional grid supply is 

valued at about 0.28 €/kWh at present. As a consequence, the larger feed-in revenues 

(11 €/a) partially compensate the increase in costs for the energy supplied by the grid 

(25 €/a). The resulting net financial loss for the system owner in this example with a 

dead time of 5 s amounts to 14 €/a. Therefore, it can be summarized that slow-reacting 

battery systems are disadvantageous for the system owner.  

The results obtained in this paper suggest that more in-depth experimental and 

simulation analyses should be addressed in further research. On the one hand, the 

sensitivity of the response time regarding the magnitude of the load step should be 

studied in detail. On the other hand, the impact of the shape and short-term variability 

of the load profile on the calculated annual energy balance must be evaluated. In 

addition, the response time issue of the battery systems should also be assessed from 

the grid operator´s point of view. This study also underscores the need to develop 

standardized test procedures to assess the dynamic performance of grid-connected 

PV-battery systems. To improve comparability between the different products from the 

end-customer´s point of view, response time-related specifications should be stated in 

the data sheets in the future. 
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